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1. Introduction
Reliabl e nulticast transport is a desirable technology for efficient
and reliable distribution of data to a group on the Internet. The
compl exi ties of group comruni cation paradi gns necessitate different

pr ot oc
and sc
mul tic
addr es
negat i

ol types and instantiations to nmeet the range of performance
alability requirenents of different potential reliable

ast applications and users (see [RFC2357]). This docunent
ses the creation of reliable nmulticast protocols that utilize
ve- acknow edgnent (NACK) feedback. NACK-based protocols

generally entail |ess frequent feedback nmessaging than reliability

pr ot oc

ol s based on positive acknow edgment (ACK). The |ess frequent

f eedback messaging hel ps sinplify the problem of feedback inplosion

as gro
may be
denmand
conpon

Adanson,

up size grows larger. Wile different protocol instantiations
required to neet specific application and network architecture

s [ArchConsi derations], there are a nunber of fundanental

ents that may be comon to these different instantiations.
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Thi s docunment describes the framework and comon "buil di ng bl ock"
components relevant to nmulticast protocols that are based primarily
on NACK operation for reliable transport. Wile this docunent

di scusses a large set of reliable nulticast conponents and issues

rel evant to NACK-based reliable nmulticast protocol design, it
specifically addresses in detail the follow ng building blocks, which
are not addressed in other |ETF documents:

1. NACK-based nmulticast sender transnission strategies,
2. NACK repair process with timer-based feedback suppression, and
3. Round-trip timng for adapti ng NACK and ot her tinmers.

NACK- based reliable multicast inplenmentations SHOULD make use of
Forward Error Correction (FEC) erasure coding techni ques, as
described in the FEC Buil ding Bl ock [ RFC5052] document. Packet-|evel
erasure coding allows m ssing packets froma given FEC bl ock to be
recovered using the parity packets instead of classical

i ndi vidual i zed retransm ssion of original source data content. For
this reason, this docunent refers to the protocol nechanisns for
reliability as a "repair process.” Note that NACK-based protocols
can reactively provide the parity packets in response to receiver
requests for repair rather than just proactively sending added FEC
parity content as part of the original transmission. Hybrid
proactive/reactive use of FEC content is also possible with the
mechani sms described in this docunent. Some cl asses of FEC codi ng,
such as Maxi mal Separabl e Di stance (MDS) codes, allow senders to
dynanically inplenent determnistic, highly efficient receiver group
repair strategies as part of a NACK-based, selective autonated
repeat -request (ARQ schene.

The potential relationships to other reliable nmulticast transport
bui l di ng bl ocks (e.g., FEC, congestion control) and general issues
wi th NACK-based reliable nulticast protocols are also discussed
This docunment follows the guidelines provided in [ RFC3269].

St at enent of | ntent

This meno contains descriptions of building blocks that can be
applied in the design of reliable nmulticast protocols utilizing
negati ve- acknow edgenent (NACK) feedback. [RFC3941] contains a
previous description of this specification. RFC 3941 was published
in the "Experinmental" category. It was the stated intent of the
Rel i abl e Multicast Transport (RMI) working group at that tinme to
resubmt this specification as an | ETF Proposed Standard in due
cour se.
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This Proposed Standard specification is thus based on [ RFC3941] and
has been updated according to accunul ated experi ence and grow ng
protocol maturity since the publication of RFC 3941. Said experience
applies both to this specification itself and to congestion contro
strategies related to the use of this specification

The di fferences between [ RFC3941] and this docunent are listed in
Section 6.

1.1. Requirenents Language

The key words "MJST", "MJST NOT", "REQUI RED', "SHALL", "SHALL NOT",
"SHOULD', "SHOULD NOT", "RECOMMENDED', "MAY", and "OPTIONAL" in this
docunent are to be interpreted as described in [RFC2119].

2. Rationale

Each potential protocol instantiation using the building bl ocks
presented here (and in other applicable building block docunents)
wi Il have specific criteria that may influence individual protocol
design. To support the devel opment of applicable building blocks, it
is useful to identify and sunmarize driving general protocol design
goal s and assunptions. These are areas that each protoco
instantiation will need to address in detail. Each building bl ock
description in this docunment will include a discussion of the inpact
of these design criteria. The categories of design criteria

consi dered here incl ude:

1. Delivery Service Mdel

2. G oup Menbership Dynam cs,

3. Sender/Recei ver Rel ati onshi ps,

4., Goup Size Scalability,

5. Data Delivery Performnce, and

6. Network Environnents.

Al'l of these areas are at |least briefly discussed. Additionally,
other reliable multicast transport building block docunents, such as
[ RFC5052], have been created to address areas outside of the scope of
this docunment. NACK-based reliable nmulticast protocol instantiations
may depend upon these other building blocks as well as the ones
presented here. This docunent focuses on areas that are unique to

NACK- based reliable nmulticast but nay be used in concert with the
other building block areas. |n sonme cases, a building block my be
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able to address a wi de range of assunptions, while in other cases
there will be trade-offs required to neet different application needs
or operating environments. Were necessary, building block features
are designed to be paranmetric to neet different requirenents. O
course, an underlying goal will be to ninimze design conplexity and
to at | east recommend default values for any such paraneters that
nmeet a general purpose "bulk data transfer” requirenent in a typica
Internet environnment. The fornms of "bulk data transfer" covered here
include reliable transport of bulky, fixed-length, a priori static
content and al so transm ssion of non-predeterm ned, perhaps streaned,
content of indefinite length. Section 3.5 discusses these different
forms of bulk data content in further detail.

2.1. Delivery Service Mdel

The inplicit goal of a reliable nulticast transport protocol is the
reliable delivery of data anong a group of menbers communicating
using | P nulticast datagram service. However, the specific service
the application is attenpting to provide can inpact design decisions.
The nmost basic service nodel for reliable nulticast transport is that
of "bulk transfer”, which is a primary focus of this and ot her

rel ated RMI worki ng group docunents. However, the sane principles in
protocol design nmay al so be applied to other service nodels, e.g.
nmore interactive exchanges of snmall nessages such as with white-
boarding or text chat. Wthin these different nodels there are

i ssues such as the sender’s ability to cache transmitted data (or
state referencing it) for retransm ssion or repair. The needs for
ordering and/or causality in the sequence of transm ssions and
receptions anong nenbers in the group may be different dependi ng upon
data content. The group conmuni cation paradigmdiffers significantly
fromthe point-to-point nodel in that, depending upon the data
content type, some receivers may conplete reception of a portion of
data content and be able to act upon it before other nenbers have
received the content. This nay be acceptable (or even desirable) for
some applications but not for others. These varying requirenents
drive the need for a nunber of different protocol instantiation
designs. A significant challenge in devel oping generally usefu
bui I di ng bl ock nechani sns is acconmpdating even a limted range of
these capabilities wi thout defining specific application-I|eve
details.

Anot her factor inpacting the delivery service nodel is the potentia
for different receivers in the nulticast group to have significantly
differing quality of network connectivity. This may involve
receivers with very limted goodput due to connection rate or
substantial packet |oss. NACK-based protocol inplenentations may

wi sh to provide policies by which extrenely poor-performng receivers
are excluded fromthe nain group or migrated to a separate delivery
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group. Note that some application nodels may require that the entire
group be constrained to the performance of the "weakest nenmber" to
satisfy operational requirenents. In either case, protocol designs
shoul d consider this aspect of the reliable nulticast delivery
servi ce nodel

2.2. Goup Menbership Dynam cs

One area where group communi cati on can differ from point-to-point
conmmuni cations is that even if the conposition of the group changes,
the "thread" of communication can still exist. This contrasts with

t he poi nt-to-point conmmunication nodel where, if either of the two
parties | eave, the communication process (exchange of data) is

term nated (or at |east paused). Depending upon application goals,
senders and receivers participating in a reliable nmulticast transport
"session" nmay be able to join late, |eave, and/or potentially rejoin

whi | e t he ongoi ng group comuni cation "thread" still remains
functional and useful. Al so note that this can inpact protoco
message content. If "late joiners" are supported, some anmount of

additional information may be placed in nessage headers to
acconmodate this functionality. Alternatively, the information my
be sent in its own nessage (on demand or intermttently) if the

i mpact to the overhead of typical nessage transm ssions is deened too
great. Goup dynanics can al so i npact other protocol mechani snms such
as NACK timing, congestion control operation, etc.

2.3. Sender/ Recei ver Rel ationships

The rel ationship of senders and receivers anong group nenbers
requires consideration. In sone applications, there may be a single
sender nmulticasting to a group of receivers. In other cases, there
may be nore than one sender or the potential for everyone in the
group to be a sender and receiver of data may exist.

2.4. Goup Size Scalability

Native I P nulticast [RFCL112] nmay scale to extremely | arge group
sizes. It may be desirable for sonme applications to scale along with
the multicast infrastructure’'s ability to scale. In its sinplest
form there are limts to the group size to which a NACK-based
protocol can be applied without the potential for the volunme of NACK
f eedback nessages to overwhel m network capacity. This is often
referred to as "feedback inplosion". Research suggests that NACK-
based reliable nulticast group sizes on the order of tens of

t housands of receivers may operate with acceptable |evels of feedback
to the sender using probabilistic, tiner-based suppression techniques
[ Nor nfeedback]. Instead of receivers imediately transmtting

f eedback nmessages when loss is detected, these techni ques specify use
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of purposefully-scal ed, random back-off tineouts such that sone
potential NACKi ng receivers can sel f-suppress their feedback upon
heari ng messages from ot her receivers that have sel ected shorter
random tinmeout intervals. However, there nmay be additional NACK
suppression heuristics that can be applied to enable these protocols
to scale to even larger group sizes. |In large scale cases, it may be
prohibitive for nmenbers to nmaintain state on all other nenbers (in
particul ar, other receivers) in the group. The inpact of group size
needs to be considered in the devel opment of applicable building

bl ocks.

Group size scalability nmay al so be aided by internediate system
assi stance; see section 2.7 bel ow

2.5. Data Delivery Performance

There is a trade-off between scalability and data delivery | atency
when desi gning NACK-oriented protocols. |f probabilistic, timer-
based NACK suppression is to be used, there will be sone delays built
into the NACK process to allow suppression to occur and to allow the
sender of data to identify appropriate content for efficient repair
transm ssion. For exanple, back-off tinmeouts can be used to ensure
ef ficient NACK suppression and repair transm ssion, but this cones at
the cost of increased delivery latency and increased buffering

requi renents for both senders and receivers. The building bl ocks
SHOULD al | ow applications to establish bounds for data delivery
performance. Note that application designers nust be aware of the
scalability trade-off that is nade when such bounds are appli ed.

2. 6. Net wor k Envi ronment s

The Internet Protocol has historically assunmed a rol e of providing
service across heterogeneous network topologies. It is desirable
that a reliable nmulticast protocol be capable of effectively
operating across a wi de range of the networks to which genera
purpose | P service applies. The bandw dth avail able on the Iinks
bet ween the nenbers of a single group today may vary between | ow
nunbers of kbit/s for wireless links and nultiple Guit/s for high
speed LAN connections, with varying degrees of contention from other
flows. Recently, a nunber of asymmetric network services including
56K/ ADSL nodens, CATV Internet service, satellite, and other wirel ess
communi cati on services have begun to proliferate. Mny of these are
i nherently broadcast nmedia with potentially large "fan-out" to which
IP multicast service is highly applicable. Additionally, policy
and/ or technical issues may result in topol ogi es where mnulticast
connectivity is limted to a source-specific nulticast (SSM nodel
froma specific source [RFC4607]. Receivers in the group nay be
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restricted to unicast feedback for NACKs and ot her nessages.
Consi deration nmust be given, in building bl ock devel opnent and
protocol design, to the nature of the underlying networks.

2.7. Internedi ate System Assi stance

I nt er medi at e assi stance from devi ces/systens with direct know edge of
t he underlying network topology may be used to increase the
performance and scal ability of NACK-based reliable nulticast
protocols. Feedback aggregation and filtering of sender repair data
may be possible with NACK-based protocols using FEC based repair
strategi es as described in the present and other reliable nulticast
transport building bl ock docunents. However, there will continue to
be a nunber of instances where internediate system assi stance i s not
avail abl e or practical. Any building block conponents for NACK-
oriented reliable nulticast SHALL be capabl e of operating w thout
such assistance. However, it is RECOWENDED that such protocols al so
consider utilizing these features when avail abl e.

3. Functionality

The previous section has presented the role of protocol building

bl ocks and some of the criteria that nmay affect NACK-based reliable
mul ti cast building block identification/design. This section
describes different building block areas applicable to NACK-based
reliable multicast protocols. Sone of these areas are specific to
NACK- based protocols. Detailed descriptions of such areas are

provided. |In other cases, the areas (e.g., node identifiers, forward
error correction (FEC), etc.) nay be applicable to other forns of
reliable multicast. |In those cases, the discussion bel ow describes

requi renents placed on those general building block areas fromthe
standpoi nt of NACK-based reliable multicast. Were applicable, other
bui | di ng bl ock docunents are referenced for possible contribution to
NACK- based reliable nmulticast protocols.

For each building block, a notional "interface description” is
provided to illustrate any dependencies of one building bl ock
component upon anot her or upon other protocol paranmeters. A building
bl ock component may require some formof "input" from another
bui I di ng bl ock conponent or other source to performits function

Any "inputs" required by a building block conponent and/or any
resultant "output" provided will be defined and described in each
bui I di ng bl ock conponent’s interface description. Note that the set
of building bl ocks presented here do not fully satisfy each other’s

"input" and "output” needs. In sone cases, "inputs" for the building
bl ocks here nust cone from ot her building blocks external to this
docunent (e.g., congestion control or FEC). In other cases NACK-
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based reliable nulticast building block "inputs" nust be satisfied by
the specific protocol instantiation or inplenentation (e.g.
application data and control).

The follow ng building block conponents rel evant to NACK-based
reliable multicast are identified:

NORM (NACK-Oriented Reliable Milticast)-Specific

1. Milticast Sender Transmi ssion

2. NACK Repair Process

3. Milticast Receiver Join Policies and Procedures

General Purpose

1. Node (Menber) ldentification

2. Data Content ldentification

3. Forward Error Correction (FEC

4. Round-Trip Timng Collection

5. Goup Size Deternination/Estimation

6. Congestion Control Operation

7. Internediate System Assi stance

8. Ancillary Protocol Mechani sns

Figure 1 provides a pictorial overview of these building block areas
and sone of their relationships. For exanple, the content of the
data messages that a sender initially transnits depends upon the
"Node Identification", "Data Content Identification", and "FEC'
components, while the rate of nessage transm ssion will generally
depend upon the "Congestion Control"” conmponent. Subsequently, the
receivers’ response to these transm ssions (e.g., NACKing for repair)
wi Il depend upon the data nessage content and inputs from other
bui |l di ng bl ock conponents. Finally, the sender’s processing of
receiver responses will feed back into its transmi ssion strategy.
The conponents on the left side of this figure are areas that may be
appl i cabl e beyond NACK-based reliable nulticast. The nore

significant of these conponents are discussed in other building block
documents, such as the FEC Buil ding Bl ock [ RFC5052]. Brief
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descriptions of these areas and their roles in NACK-based reliable
mul ticast protocols are given below, and "RTT Collection" is
di scussed in detail in Section 3.7 of this docunent.

The conponents on the right are seen as specific to NACK-based
reliable nmulticast protocols, nost notably the NACK repair process.
These areas are discussed in detail below (nobst notably, "Milticast
Sender Transnission” and "NACK Repair Process" in Sections 3.1 and
3.2). Sone other conmponents (e.g., "Security") inpact many aspects
of the protocol, and others may be nore transparent to the core
protocol processing. Where applicable, specific technica
reconmendati ons are made for mechanisnms that will properly satisfy
the goals of NACK-based reliable nulticast transport for the

I nternet.
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Application Data and Contr ol
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Fi gure 1: NACK-Based Reliable Milticast Building Bl ock Framework
3.1. Milticast Sender Transnmni ssion

Reliable nmulticast senders will transnmit data content to the

nmul ti cast session. The data content will be application dependent.
The sender will transmit data content at a rate, and with nessage
sizes, deternined by application and/or network architecture
requirenents. Any FEC encoding of sender transm ssions SHOULD
conformwith the guidelines of the FEC Buil di ng Bl ock [ RFC5052].

When congestion control nechani sns are needed (REQUI RED for general
Internet operation), the sender transnission rate SHALL be controlled
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by the congestion control mechanism In any case, it is RECOMVENDED
that all data transmissions frommulticast senders be subject to rate
limtations determ ned by the application or congestion contro
algorithm The sender’s transnissions SHOULD nake good utilization
of the available capacity (which nmay be linmited by the application
and/ or by congestion control). As aresult, it is expected there
will be overlap and multiplexing of new data content transnission
with repair content. Oher factors related to application operation
may determ ne sender transm ssion formats and net hods. For exanple,
some consi deration needs to be given to the sender’s behavior during
intermttent idle periods when it has no data to transmit.

In addition to data content, other sender nessages or comands nmay be
enpl oyed as part of protocol operation. These nessages nmay occur
out side of the scope of application data transfer. |n NACK-based
reliable nmulticast protocols, reliability of such protocol nessages
may be attenpted by redundant transm ssion when positive

acknow edgenent is prohibitive due to group size scalability
concerns. Note that protocol design SHOULD provi de nmechani sns for
dealing with cases where such nessages are not received by the group
As an exanpl e, a conmand message m ght be redundantly transmtted by
a sender to indicate that it is tenporarily (or permanently) halting
transmission. At this tinme, it nay be appropriate for receivers to
respond with NACKs for any outstanding repairs they require,
followi ng the rules of the NACK procedure. For efficiency, the
sender should allow sufficient tinme between the redundant

transm ssions to receive any NACK responses fromthe receivers to
this comrand

In general, when there is any resultant NACK or other feedback
operation, the tining of redundant transm ssion of control nessages

i ssued by a sender and ot her NACK-based reliable nulticast protocol

ti meouts shoul d be dependent upon the group greatest round-trip
timng (GRTT) estimate and any expected resultant NACK or other
feedback operation. The sender GRTT is an estimate of the worst-case
round-trip tinming froma given sender to any receivers in the group
It is assunmed that the CRTT interval is a conservative estinmate of
the maxi num span (with respect to delay) of the nulticast group
across a network topology with respect to a given sender. NACK-based
reliable multicast instantiations SHOULD be able to dynamically adapt
to a wide range of nulticast network topol ogies.

I nput s:
1. Application data and control

2. Sender node identifier
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3. Data identifiers.

4. Segnentation and FEC paraneters.

5. Transmi ssion rate.

6. Application controls.

7. Receiver feedback nessages (e.g., NACKs).
CQut put s:

1. Controlled transm ssion of nessages wth headers uniquely
identifying data or repair content within the context of the
reliable multicast session.

2. Commands indicating sender’s status or other transport contro
actions to be taken.

3.2. NACK Repair Process

A critical conponent of NACK-based reliable nulticast protocols is

the NACK repair process. This includes both the receiver’'s role in
detecting and requesting repair needs and the sender’s response to

such requests. There are four primary el enments of the NACK repair

process:

1. Receiver NACK process initiation

2.  NACK suppression,

3. NACK nessage content,

4. Sender NACK processing and repair response.
3.2.1. Receiver NACK Process Initiation

The NACK process (cycle) will be initiated by receivers that detect a
need for repair transm ssions froma specific sender to achieve
reliable reception. Wen FEC is applied, a receiver should initiate
the NACK process only when it is known its repair requirenents exceed
t he anount of pending FEC transmnission for a given codi ng bl ock of
data content. This can be deternined at the end of the current
transm ssion block (if it is indicated) or upon the start of
reception of a subsequent coding bl ock or transm ssion object. This
inplies the sender data content is marked to identify its FEC bl ock
nunber and that ordinal relationship is preserved in order of
transm ssi on.
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Alternatively, if the sender’s transmi ssion advertises the quantity
of repair packets it is already planning to send for a block, the
receiver may be able to initiate the NACK process earlier. Allow ng
receivers to initiate NACK cycles at any tine they detect their
repai r needs have exceeded pending repair transm ssions may result in
slightly quicker repair cycles. However, it may be useful to linmt
NACK process initiation to specific events, such as at the end-of -
transm ssion of an FEC codi ng bl ock or upon detection of subsequent
codi ng bl ocks. This can allow receivers to aggregate NACK cont ent
into a smaller nunber of NACK nessages and provide sone inplicit

| oose synchroni zati on anong the receiver set to help facilitate

ef fective probabilistic suppression of NACK feedback. The receiver
MUST naintain a history of data content received fromthe sender to
determine its current repair needs. Wien FEC is enployed, it is
expected that the history will correspond to a record of pending or
partially-received codi ng bl ocks.

For probabilistic, tiner-based suppression of feedback, the NACK
cycl e should begin with receivers observing backoff timeouts. In
conjunction with initiating this backoff tineout, it is inportant
that the receivers record the position in the sender’s transm ssion
sequence at which they initiate the NACK cycle. Wen the suppression
backoff tineout expires, the receivers should only consider their
repair needs up to this recorded transmi ssion position in naking the
decision to transmit or suppress a NACK. Wthout this restriction
suppression is greatly reduced as additional content is received from
the sender during the tine a NACK nessage propagates across the
network to the sender and other receivers.

I nputs:

1. Sender data content with sequencing identifiers from sender
transm ssions.

2. History of content received from sender
Cut put s:
1. NACK process initiation decision
2. Recorded sender transm ssion sequence position
3.2.2. NACK Suppression
An effective feedback suppression nechanismis the use of random
backoff timeouts prior to NACK transni ssion by receivers requiring

repairs [SrnfFranework]. Upon expiration of the backoff tineout, a
receiver will request repairs unless its pending repair needs have
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been conpl etely superseded by NACK nessages heard from ot her
receivers (when receivers are nulticasting NACKs) or from some

i ndi cator fromthe sender. \When receivers are unicasting NACK
messages, the sender may facilitate NACK suppression by forwarding a
representation of NACK content it has received to the group at |arge
or by providing sone other indicator of the repair information it
wi Il be subsequently transmtting.

For effective and scal abl e suppressi on performance, the backoff

ti meout periods used by receivers should be independently, randony
pi cked by receivers with a truncated exponential distribution

[ Mcast Feedback]. This results in the nmajority of the receiver set
hol di ng of f transm ssi on of NACK nessages under the assunption that
the small er nunber of "early NACKers" w |l supersede the repair needs
of the remainder of the group. The mean of the distribution should
be determined as a function of the current estimate of the sender’s
GRTT assessnent and a group size estinmate that is either deternined
by ot her mechanisns within the protocol or is preset by the multicast
application.

A simple algorithmcan be constructed to generate random backof f
timeouts with the appropriate distribution. Additionally, the

al gorithm may be designed to optimze the backoff distribution given
t he nunber of receivers ("R') potentially generating feedback. This
"optimzation" nininzes the nunber of feedback nessages (e.g., NACK)
in the worst-case situation where all receivers generate a NACK. The
maxi mum backoff timeout ("T_naxBackoff") can be set to contro
reliable delivery |atency versus vol une of feedback traffic. A

| arger value of "T nmaxBackoff" will result in a |lower density of
feedback traffic for a given repair cycle. A smaller value of
"T_maxBackoff" results in shorter |atency, which also reduces the
buffering requirenments of senders and receivers for reliable
transport.

In the functions below, the "log()" function specified refers to the
"natural logarithni and the "exp()" function is simlarly based upon
the mat hemati cal constant 'e’ (a.k.a. Euler’s nunber) where "exp(x)"
corresponds to '"e"’ raised to the power of ’"x"’ G ven the

recei ver group size ("groupSize") and maxi mum al | omed backoff ti nmeout
("T_maxBackof f"), random backoff tinmeouts ("t'") with a truncated
exponential distribution can be picked with the follow ng al gorithm

1. Establish an optimal nmean ("L") for the exponential backoff based
on the "groupSi ze":

L = log(groupSize) + 1
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2. Pick a random nunber ("x") froma uniformdistribution over a
range of:

-------------------- [ B LT T
T_maxBackof f*(exp(L)-1) T_maxBackoff*(exp(L)-1) T_maxBackof f

3. Transformthis randomvariate to generate the desired random
backoff time ("t’") with the follow ng equation

t’ = T_maxBackoff/L * log(x * (exp(L) - 1) * (T_maxBackoff/L))

This "C' | anguage function can be used to generate an appropriate
random backoff tinme interval

doubl e RandonBackof f (doubl e T_naxBackoff, doubl e groupSi ze)

doubl e | anbda = | og(groupSi ze) + 1;
doubl e x = Uni fornmRand(| anbda/ T_nmaxBackoff) +
| anbda / (T_naxBackoff*(exp(lanbda)-1));
return ((T_rmaxBackoff/| anbda) *
| og(x*(exp(l anbda)-1)*(T_naxBackof f/Il anbda)));
} /1 end RandonBackof f ()

where "Uni f ormMRand(doubl e max)" returns random nunbers with a uniform
distribution fromthe range of "0..nmax". For exanple, based on the
PCSI X "rand()" function, the following "C' code can be used

doubl e Uni f or rRand( doubl e nax)
{

}

The nunber of expected NACK nessages generated ("N') within the first
round-trip time for a single feedback event is approxinately:

return (max * ((doubl e)rand()/ (doubl e) RAND_MAX));

N =-exp(l.2 * L/ (2*T_maxBackoff/GRTT))

Thus, the maxi num backoff time can be adjusted to trade off worst-
case NACK feedback volume versus latency. This is derived fromthe
equations given in [ Mcast Feedback] and assunes "T_naxBackoff >=
GRTT", and "L" is the nmean of the distribution optimzed for the
gi ven group size as shown in the algorithmabove. Note that other
mechani sms within the protocol may work to reduce redundant NACK
generation further. It is suggested that "T_naxBackoff" be sel ected
as an integer nultiple of the sender’s current advertised GRTT
estimate such that:

T maxBackoff = K * GRTT; where K >= 1
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For general Internet operation, a default value of "K=4" is
RECOMVENDED for operation with nulticast (to the group at |arge) NACK
delivery; a value of "K=6" is the RECOVWENDED default for unicast
NACK delivery. Alternate values may be used to achi eve desired
buffer utilization, reliable delivery |atency, and group size
scalability trade-offs.

Gven that ("K*GRTT") is the maxi num backoff time used by the
receivers to initiate NACK transm ssion, other tineout periods
related to the NACK repair process can be scal ed accordingly. One of
those timeouts is the anount of time a receiver should wait after
generating a NACK nessage before allowing itself to initiate another
NACK backoff/transm ssion cycle ("T_rcvrHoldoff"). This delay should
be sufficient for the sender to respond to the received NACK with
repair nessages. An appropriate value depends upon the amount of
time for the NACK to reach the sender and the sender to provide a
repair response. This MJST include any anount of sender NACK
aggregation period during which possible nmultiple NACKs are

accunul ated to deternine an efficient repair response. These
timeouts are further discussed in Section 3.2.4.

There are al so secondary neasures that can be applied to inprove the
performance of feedback suppression. For exanple, the sender’s data
content transm ssions can follow an ordi nal sequence of transm ssion
When repairs for data content occur, the receiver can note that the
sender has "rewound" its data content transmission position by
observing the data object, FEC bl ock nunber, and FEC synbol
identifiers. Receivers SHOULD Iimt transmi ssion of NACKs to only
when the sender’s current transm ssion position exceeds the point to
whi ch the receiver has inconplete reception. This reduces prenature
requests for repair of data the sender nmay be planning to provide in
response to other receiver requests. This mechani smcan be very
effective for protocol convergence in high | oss conditions when
transm ssions of NACKs fromother receivers (or indicators fromthe
sender) are lost. Another nechanism (particularly applicable when
FEC is used) is for the sender to enbed an indication of inpending
repair transm ssions in current packets sent. For exanple, the

i ndi cation may be as sinple as an advertisenment of the nunber of FEC
packets to be sent for the current applicable coding bl ock

Finally, some consideration mght be given to using the NACKi ng
history of receivers to bias their selection of NACK backoff tineout
intervals. For exanple, if a receiver has historically been
experiencing the greatest degree of loss, it may pronote itself to
statistically NACK sooner than other receivers. Note this requires
correlation over successive intervals of tine in the | oss experienced
by a receiver. Such correlation MAY not always be present in
mul ti cast networks. This adjustment of backoff tineout selection may
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require the creation of an "early NACK' slot for these historica
NACKers. This additional slot in the NACK backoff w ndow will result
in a longer repair cycle process that may not be desirable for some
applications. The resolution of these trade-offs nmay be dependent
upon the protocol’s target application set or network.

After the random backoff timeout has expired, the receiver wll make
a decision on whether to generate a NACK repair request or not (i.e.
it has been suppressed). The NACK will be suppressed when any of the
foll owi ng conditions has occurred:

1. The accurnul ated state of NACKs heard from other receivers (or
forwarding of this state by the sender) is equal to or supersedes
the repair needs of the |local receiver. Note that the |oca
recei ver should consider its repair needs only up to the sender
transm ssion position recorded at the NACK cycle initiation (when
t he backoff tiner was activated).

2. The sender’s data content transm ssion position "rewinds" to a
point ordinally less than that of the | owest sequence position of
the |l ocal receiver’s repair needs. (This detection of sender
"rewi nd" indicates the sender has already responded to other
recei ver repair needs of which the local receiver nmay not have
been aware). This "rewi nd" event can occur any tinme between 1)
when the NACK cycle was initiated with the backoff tineout
activation and 2) the current noment when the backoff tineout has
expired to suppress the NACK. Anot her NACK cycl e nust be
initiated by the receiver when the sender’s transm ssion sequence
position exceeds the receiver’'s | owest ordinal repair point.

Note it is possible that the local receiver may have had its
repair needs satisfied as a result of the sender’s response to
the repair needs of other receivers and no further NACKing is
required.

I f these conditions have not occurred and the receiver still has
pendi ng repair needs, a NACK nessage is generated and transnitted.
The NACK shoul d consist of an accunul ati on of repair needs fromthe
receiver’s |lowest ordinal repair point up to the current sender
transm ssi on sequence position. A single NACK nessage should be
generated and the NACK nessage content should be truncated if it
exceeds the payl oad size of single protocol nmessage. Wen such NACK
payl oad linits occur, the NACK content SHOULD contain requests for
the ordinally | owest repair content needed fromthe sender
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I nput s:

1. NACK process initiation decision

2. Recorded sender transm ssion sequence position

3. Sender GRITT.

4. Sender group size estimte.

5. Application-defined bound on backoff tineout period.

6. NACKs from ot her receivers

7. Pending repair indication fromsender (may be forwarded NACKS).
8. Current sender transm ssion sequence position

Cut put s:

1. Yes/no decision to generate NACK nessage upon backoff tiner
expiration.

3.2.3. NACK Message Content

The content of NACK messages generated by reliable nmulticast
receivers will include information detailing their current repair
needs. The specific informati on depends on the use and type of FEC
in the NACK repair process. The identification of repair needs is
dependent upon the data content identification (see Section 3.5
below). At the highest level, the NACK content will identify the
sender to which the NACK is addressed and the data transport object
(or stream) within the sender’s transm ssion that needs repair. For
the indicated transport entity, the NACK content will then identify
the specific FEC codi ng bl ocks and/or synbols it requires to
reconstruct the conplete transmtted data. This content nay consi st
of FEC bl ock erasure counts and/or explicit indication of m ssing

bl ocks or synbols (segnments) of data and FEC content. It should al so
be noted that NACK-based reliable multicast can be effectively
instantiated without a requirenent for reliable NACK delivery using
the techni ques di scussed here.

3.2.3.1. NACK and FEC Repair Strategies
Where FEC-based repair is used, the NACK nessage content will

mnimal ly need to identify the coding block(s) for which repair is
needed and a count of erasures (mssing packets) for the coding
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bl ock. An exact count of erasures inplies the FEC algorithmis
capabl e of repairing any | oss conbination within the coding bl ock
This count may need to be adjusted for some FEC al gorithns.

Considering that nultiple repair rounds nmay be required to
successfully conplete repair, an erasure count also inplies that the
quantity of unique FEC parity packets the server has available to
transmt is essentially unlimted (i.e., the server will always be
abl e to provide new, unique, previously unsent parity packets in
response to any subsequent repair requests for the sane coding
block). Alternatively, the sender may "round-robin" transnit through
its avail able set of FEC synbols for a given coding bl ock, and
eventual ly effect repair. For the nost efficient repair strategy,
the NACK content will need to also explicitly identify which synbols
(information and/or parity) the receiver requires to successfully
reconstruct the content of the coding block. This will be
particularly true of small- to nedi umsize block FEC codes (e.g.
Reed Sol onon [ FecSchenes]) that are capable of providing a linited
nunber of parity synbols per FEC coding bl ock

When FEC is not used as part of the repair process, or the protoco
instantiation is required to provide reliability even when the sender
has transmitted all available parity for a given coding block (or the
sender’s ability to buffer transmi ssion history is exceeded by the
"(del ay*bandwi dt h*| oss)" characteristics of the network topol ogy),
the NACK content will need to contain explicit coding bl ock and/or
segrment loss information so that the sender can provide appropriate
repair packets and/or data retransmi ssions. Explicit |oss
informati on in NACK content nay al so potentially serve other
purposes. For exanple, it may be useful for decorrelating |oss
characteristics among a group of receivers to help differentiate
candi dat e congestion control bottlenecks anong the receiver set.

When FEC is used and NACK content is designed to contain explicit
repair requests, there is a strategy where the receivers can NACK for
specific content that will help facilitate NACK suppression and
repair efficiency. The assunptions for this strategy are that the
sender may potentially exhaust its supply of new, unique parity
packets avail able for a given coding block and be required to
explicitly retransnmt sonme data or parity synbols to conplete
reliable transfer. Another assunption is that an FEC al gorithm where
any parity packet can fill any erasure within the coding block (e.qg.
Reed Sol onon) is used. The goal of this strategy is to nake maxi mum
use of the available parity and provide the nminimal anmount of data
and repair transmi ssions during reliable transfer of data content to
t he group.
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When systematic FEC codes are used, the sender transmits the data
content of the coding block (and optionally some quantity of parity
packets) in its initial transm ssion. Note that a systematic FEC
coding block is considered to be logically nade up of the contiguous
set of source data vectors plus parity vectors for the given FEC

al gorithmused. For exanple, a systematic coding schenme that

provi des for 64 data synbols and 32 parity synbols per codi ng bl ock
woul d contain FEC synmbol identifiers in the range of 0 to 95.

Recei vers then can construct NACK nessages requesting sufficient
content to satisfy their repair needs. For exanple, if the receiver
has three erasures in a given received coding block, it will request
transm ssion of the three | owest ordinal parity vectors in the coding
bl ock. In our exanple coding scheme fromthe previous paragraph, the
receiver would explicitly request parity synbols 64 to 66 to fill its
three erasures for the coding block. Note that if the receiver’'s

| oss for the coding bl ock exceeds the avail able parity quantity
(i.e., greater than 32 m ssing synbols in our exanple), the receiver
will be required to construct a NACK requesting all (32) of the

avail abl e parity synbols plus sone additional portions of its m ssing
data synbols in order to reconstruct the block. If this is done
consistently across the receiver group, the resulting NACKs wl |
conprise a mnimal set of sender transnissions to satisfy their
repair needs.

In summary, the rule is to request the | ower ordinal portion of the
parity content for the FEC coding block to satisfy the erasure repair
needs on the first NACK cycle. |f the available nunber of parity
synbols is insufficient, the receiver will also request the subset of
ordi nally highest missing data synbols to cover what the parity

synmbols will not fill. Note this strategy assunmes FEC codes such as
Reed- Sol onon for which a single parity synmbol can repair any erased
synmbol. This strategy would need minor nodification to take into

account the possibly limted repair capability of other FEC types.

On subsequent NACK repair cycles where the receiver nmay receive sone
portion of its previously requested repair content, the receiver wll
use the sane strategy, but only NACK for the set of parity and/or
data synbols it has not yet received. Optionally, the receivers
could al so provide a count of erasures as a convenience to the
sender.

O her types of FEC schenmes may require alteration to the NACK and
repair strategy described here. For exanmple, some of the |arge bl ock
or expandabl e FEC codes described in [ RFC3453] may be | ess
determnistic with respect to defining optinmal repair requests by
receivers or repair transm ssion strategies by senders. For these
types of codes, it nay be sufficient for receivers to NACK with an
estinmate of the quantity of additional FEC synbols required to
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complete reliable reception and for the sender to respond
accordingly. This apparent di sadvantage, as conpared to codes such
as Reed Sol onobn, may be offset by the reduced conputationa
requirenents and/or ability to support |arge codi ng bl ocks for
increased repair efficiency that these codes can offer

After receipt and accumnul ati on of NACK nessages during the
aggregation period, the sender can begin transn ssion of fresh
(previously untransmtted) parity synbols for the coding bl ock based
on the highest receiver erasure count if it has a sufficient quantity
of parity synbols that were not previously transnmitted. Oherw se,
the sender MJST resort to transnitting the explicit set of repair
vectors requested. Wth this approach, the sender needs to maintain
very little state on requests it has received fromthe group w thout
need for synchronization of repair requests fromthe group. Since
all receivers use the sane consistent algorithmto express their
explicit repair needs, NACK suppression anong receivers is sinplified
over the course of nultiple repair cycles. The receivers can sinply
compare NACKs heard from other receivers against their own cal cul ated
repair needs to determ ne whether they should transmt or suppress
their pendi ng NACK nessages.

3.2.3.2. NACK Cont ent For mat

The format of NACK content will depend on the protocol’s data service
nmodel and the format of data content identification the protoco

uses. This NACK format al so depends upon the type of FEC encodi ng
(if any) used. Figure 2 illustrates a |logical, hierarchica

transm ssion content identification schene, denoting that the notion
of objects (or streanms) and/or FEC bl ocking is optional at the
protocol instantiation’s discretion. Note that the identification of
objects is with respect to a given sender. It is reconmended that
transport data content identification is done within the context of a
sender in a given session. Since the notion of session "streans" and
"bl ocks" is optional, the framework degenerates to that of typica
transport data segnmentation and reassenbly in its sinplest form

Session_
\_
Sender _
\_
[ Object/Stream(s)] _
\

[ FEC Bl ocks] _
\_
Synbol s

Figure 2: Reliable Miulticast Data Content l|dentification H erarchy
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The format of NACK nessages shoul d enabl e the foll ow ng:

1. ldentification of transport data units required to repair the
recei ved content, whether this is an entire nissing object/stream
(or range), entire FEC coding bl ock(s), or sets of synbols,

2. Sinple processing for NACK aggregati on and suppression

3. Inclusion of NACKs for nultiple objects, FEC coding bl ocks,
and/ or synbols in a single nessage, and

4. A reasonably conpact fornat.

If the reliable nmulticast transport object/streamis identified with
an <objectld> and the FEC synmbol being transmitted is identified with
an <fecPayl oadl d>, the concatenation of <objectld::fecPayl oadl d>
conprises a basic transport protocol data unit (TPDU) identifier for
synbols froma given source. NACK content can be conposed of lists
and/ or ranges of these TPDU identifiers to build up NACK nessages to
describe the receiver’s repair needs. |f no hierarchical object
delineation or FEC blocking is used, the TPDU is a sinple |inear
representation of the data synbols transmitted by the sender. Wen
the TPDU represents a hierarchy for purposes of object/stream

del i neation and/or FEC bl ocki ng, the NACK content unit may require
flags to indicate which portion of the TPDU is applicable. For
exanple, if an entire "object" (or range of objects) is mssing in
the received data, the receiver will not necessarily know the
appropriate range of <sourceBl ockNunbers> or <encodi ngSynbol | ds> for
which to request repair and thus requires sone nmechanismto request
repair (or retransnission) of the entire unit represented by an
<objectld> The sane is true if entire FEC codi ng bl ocks represented
by one or a range of <sourceBl ockNunbers> have been | ost.

I nput s:

1. Sender identification

2. Sender data identification

3. Sender FEC object transm ssion information

4. Recorded sender transni ssion sequence position

5. Current sender transm ssion sequence position. H story of repair
needs for this sender
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CQut put s:
1. NACK nessage with repair requests.
3.2.4. Sender NACK Processing and Repair Response

Upon reception of a repair request froma receiver in the group, the
sender will initiate a repair response procedure. The sender may

wi sh to delay transm ssion of repair content until it has had
sufficient tinme to accunulate potentially rmultiple NACKs fromthe
receiver set. This allows the sender to determine the nost efficient
repair strategy for a given transport stream object or FEC coding

bl ock. Dependi ng upon the approach used, sone protocols may find it
beneficial for the sender to provide an indicator of pending repair
transm ssions as part of its current transmtted nessage content.
This can aid sone NACK suppression nechani sns. The anpbunt of time to
performthis NACK aggregati on should be sufficient to allow for the
maxi mum r ecei ver NACK backof f wi ndow (""T_maxBackoff"" from Section
3.2.2) and propagation of NACK nmessages fromthe receivers to the
sender. Note the maxi numtransm ssion delay of a nmessage froma
receiver to the sender may be approximately "(1*CGRTT)" in the case of
very asymetric network topology with respect to transm ssion del ay.
Thus, if the maxi mumrecei ver NACK backoff tine is "T nmaxBackoff =
K*GRTT", the sender NACK aggregation period should be equal to at

| east:

T _sndr Aggregate = T_maxBackoff + 1*GRTT = (K+1)*GRTT

I mmedi ately after the sender NACK aggregation period, the sender will
begin transnmitting repair content deternined fromthe aggregate NACK
state and continue with any new transm ssion. Also, at this tineg,
the sender should observe a "hold-off" period where it constrains
itself frominitiating a new NACK aggregation period to all ow
propagati on of the new transm ssion sequence position due to the
repair response to the receiver group. To allow for worst case
asymetry, this "hold-off" time should be:

T sndrHol doff = 1*GRTT
Recal|l that the receivers will also enploy a "hold-of f" tinmeout after
generating a NACK nessage to allow tinme for the sender’s response.
G ven a sender "<T_sndrAggregate>" plus "<T_sndrHol dof f>" tinme of
"(K+1) *GRTT", the receivers should use hold-off tineouts of:

T rcvrHol dof f = T_sndrAggregate + T_sndrHol doff = (K+2)*GRTT
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This allows for a worst-case propagation tinme of the receiver’s NACK
to the sender, the sender’s aggregation tine, and propagation of the
sender’s response back to the receiver. Additionally, in the case of
uni cast feedback fromthe receiver set, it may be useful for the
sender to forward (via nulticast) a representation of its aggregated
NACK content to the group to allow for NACK suppression when there is
not nulticast connectivity anong the receiver set.

At the expiration of the "<T_sndrAggregate>" tineout, the sender will
begin transnmitting repair nessages according to the accunul at ed
content of NACKs received. There are sone guidelines with regards to
FEC- based repair and the ordering of the repair response fromthe
sender that can inprove reliable multicast efficiency:

When FEC is used, it is beneficial that the sender transmt
previously untransnmitted parity content as repair nessages whenever
possible. This nmaxim zes the receiving nodes’ ability to reconstruct
the entire transmtted content fromtheir individual subsets of

recei ved nessages

The transmitted object and/or stream data and repair content shoul d
be i ndexed with nonotonically increasing sequence nunbers (within a
reasonably large ordinal space). |If the sender observes the
discipline of transmitting repair for the earliest content (e.qg.
ordinally | owest FEC blocks) first, the receivers can use a strategy
of withholding repair requests for later content until the sender
once again returns to that point in the object/streamtransm ssion
sequence. This can increase overall nessage efficiency anong the
group and hel p keep repair cycles relatively synchroni zed without
dependence upon strict tine synchroni zati on anong the sender and
receivers. This also helps ninimze the buffering requirenments of
recei vers and senders and reduces redundant transnission of data to
the group at |arge.

I nput s:

1. Receiver NACK nessages.

2. Goup timng informtion

CQut put s:

1. Repair nmessages (FEC and/or Data content retransm ssion).

2. Advertisement of current pending repair transm ssions when
uni cast receiver feedback is detected.
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3.3. Milticast Receiver Join Policies and Procedures

Consi deration should be given to the policies and procedures by which
new receivers join a group (perhaps where reliable transmssion is
already in progress) and begin requesting repair. |If receiver joins
are unconstrai ned, the dynam cs of group nmenbership may inpede the
application’s ability to neet its goals for forward progression of
data transmission. Policies that limt the opportunities for
receivers to begin participating in the NACK process may be used to
achi eve the desired behavior. For exanple, it nmay be beneficial for
receivers to attenpt reliable reception froma new y-heard sender
only upon non-repair transm ssions of data in the first FEC bl ock of
an object or logical portion of a stream The sender may al so

i mpl ement policies limting the receivers fromwhich it will accept
NACK requests, but this may be prohibitive for scalability reasons in
some situations. Alternatively, it nmay be desirable to have a | ooser
transport synchronization policy and rely upon sessi on nanagenent
mechani snms to linmit group dynam cs that can cause poor performance in
some types of bulk transfer applications (or for potential
interactive reliable multicast applications).

I nput s:

1. Current object/stream data/repair content and sequenci ng
identifiers fromsender transni ssions.

Cut put s:

1. Receiver yes/no decision to begin receiving and NACKi ng for
reliable reception of data.

3.4. Node (Menber) ldentification

In a NACK-based reliable nmulticast protocol (or other mnulticast
protocol s) where there is the potential for nultiple sources of data,
it is necessary to provide some nmechanismto uniquely identify the
sources (and possibly some or all receivers) within the group

Recei vers that send NACK nessages to the group will need to identify
the sender to which the NACK is intended. ldentity based on arriving
packet source addresses is insufficient for several reasons. These
reasons include routing changes for hosts with nmultiple interfaces
that result in different packet source addresses for a given host
over time, network address translation (NAT) or firewall devices, or
other transport/network bridging approaches. As a result, sone type
of unique source identifier <sourceld> field SHOULD be present in
packets transmtted by reliable nulticast session nmenbers.
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3.5. Data Content ldentification

The data and repair content transmtted by a NACK-based reliable
mul ti cast sender requires sone formof identification in the protoco
header fields. This identification is required to facilitate the
reliable NACK-oriented repair process. These identifiers will also
be used in NACK nessages generated. This building bl ock docunent
assunes two very general types of data that may conprise bul k
transfer session content. One type is static, discrete objects of
finite size and the other is continuous non-finite streans. A given
application nmay wish to reliably nulticast data content using either
one or both of these paradigns. Wile it nmay be possible for sone
applications to further generalize this nodel and provi de nechanisns
to encapsul ate static objects as content enbedded within a stream
there are advantages in nmany applications to provide distinct support
for static bulk objects and nessages with the context of a reliable
mul ti cast session. These applications may include content caching
servers, file transfer, or collaborative tools with bulk content.
Applications with requirements for these static object types can then
take advantage of transport |ayer nechanisns (i.e., segnentation/
reassenbly, caching, integrated forward error correction coding,
etc.) rather than being required to provide their own nechanisns for
these functions at the application |ayer

As noted, some applications may alternatively desire to transmt bul k
content in the formof one or nore streans of non-finite size.
Exanpl e streans include continuous quasi-real -tinme message broadcasts
(e.g., stock ticker) or some content types that are part of

col l aborative tools or other applications. And, as indicated above,
some applications may wi sh to encapsul ate other bulk content (e.g.
files) into one or nore streans within a nulticast session

The conponents described within this building block document are
envi sioned to be applicable to both of these nodels with the
potential for a mix of both types within a single nulticast session
To support this requirenent, the nornmal data content identification
should include a field to uniquely identify the object or stream
(e.g., <objectld>) within sone reasonable tenporal or ordina
interval. Note that it is not expected that this data content
identification will be globally unique. It is expected that the
object/streamidentifier will be unique with respect to a given
sender within the reliable nulticast session and during the tinme that
sender is supporting a specific transport instance of that object or
stream

Since "bul k" object/stream content usually requires segnentation

some form of segment identification nust also be provided. This
segnent identifier will be relative to any object or stream
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identifier that has been provided. Thus, in some cases, NACK-based
reliable multicast protocol instantiations my be able to receive
transm ssions and request repair for nultiple streans and one or nore
sets of static objects in parallel. For protocol instantiations

enpl oyi ng FEC, the segnent identification portion of the data content
identifier nmay consist of a |ogical concatenation of a coding bl ock

i dentifier <sourceBl ockNunber> and an identifier for the specific
data or parity synbol <encodi ngSynbol I d> of the code block. The FEC
Basi ¢ Schenes buil di ng bl ock [ FECSchenes] and descriptions of
addi ti onal FEC schenes that may be docunented | ater provide a
standard nessage format for identifying FEC transm ssion content.
NACK- based reliable nulticast protocol instantiations using FEC
SHOULD f ol | ow such gui del i nes

Additionally, flags to determine the usage of the content identifier
fields (e.g., streamvs. object) nmay be applicable. Flags may al so
serve other purposes in data content identification. It is expected
that any flags defined will be dependent upon individual protoco

i nstanti ati ons.

In sunmary, the following data content identification fields may be
required for NACK-based reliable nulticast protocol data content
nessages:

1. Source node identifier (<sourceld>).

2. (Object/Streamidentifier (<objectld>), if applicable.

3. FEC Block identifier (<sourceBl ockNunber>), if applicable.

4. FEC Synbol identifier (<encodingSynbolld>).

5. Flags to differentiate interpretation of identifier fields or
identifier structure that inplicitly indicates usage.

6. Additional FEC transnission content fields per FEC Buil ding
Bl ock.

These fields have been identified because any generated NACK nessages
will use these identifiers in requesting repair or retransni ssion of
dat a.

3.6. Forward Error Correction (FEC
Multiple forward error correction (FEC) approaches using erasure
codi ng techni ques have been identified that can provide great

performance enhancenents to the repair process of NACK-oriented and
other reliable multicast protocols [FecBroadcast], [RnfFec],
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[ RFC3453]. NACK-based reliable nmulticast protocols can reap

addi tional benefits since FEC-based repair does not generally require
explicit know edge of repair content within the bounds of its coding
bl ock size (in synbols). |In NACK-based reliable nulticast, parity
repair packets generated will generally be transmitted only in
response to NACK repair requests fromreceiving nodes. However

there are benefits in sone network environnents for transmitting some
predeterm ned quantity of FEC repair packets multiplexed with the
regul ar data synbol transm ssions [FecHybrid]. This can reduce the
anmount of NACK traffic generated with relatively little overhead cost
when group sizes are very large or the network connectivity has a

| arge "del ay*bandw dt h" product with sone noninal |evel of expected
packet loss. Wiile the application of FEC is not unique to NACK-
based reliable nulticast, these sorts of requirements nay dictate the
types of algorithms and protocol approaches that are applicable.

A specific issue related to the use of FEC with NACK-based reliable
nmul ticast is the nmechanismused to identify the portion(s) of
transmtted data content to which specific FEC packets are
applicable. It is expected that FEC algorithms will be based on
generating a set of parity repair packets for a correspondi ng bl ock
of transmitted data packets. Since data content packets are uniquely
identified by the concatenation of <sourceld::objectld:

sour ceBl ockNunber : : encodi ngSynbol 1 d> during transport, it is expected
that FEC packets will be identified in a simlar manner. The FEC
Bui | di ng Bl ock document [RFC5052] provides detail ed recormendati ons
concerning application of FEC and standard formats for rel ated
reliable nmulticast protocol nessages.

3.7. Round-Trip Tining Collection

The measur enent of packet propagation round-trip time (RTT) anopng
menbers of the group is required to support tiner-based NACK
suppression algorithns, timng of sender commands or certain repair
functions, and congestion control operation. The nature of the
round-trip information collected is dependent upon the type of

i nteracti on anmong the nmenbers of the group. |In the case of "one-to-
many" transmission, it may be that only the sender requires RIT
know edge of the GRTT and/or RTT know edge of only a portion of the
group. Here, the GRTT information m ght be collected in a reasonably
scal abl e manner. For congestion control operation, it is possible
that each receiver in the group nay need know edge of its individua
RTT. 1In this case, an alternative RTT collection scheme may be
utilized where receivers collect individual RTT nmeasurenents wth
respect to the sender(s) and advertise themto the group or
sender(s). Wiere it is likely that exchange of reliable nulticast
data will occur anbng the group on a "nany-to-nany" basis, there are
al ternative neasurenent techni ques that m ght be enpl oyed for
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i ncreased efficiency [DelayEstimation]. In sone cases, there night
be absolute time synchroni zation avail able anong the participating
hosts that may sinplify RTT neasurenent. There are trade-offs in
mul ti cast congestion control design that require further

consi derati on before a universal recomendati on on RTT (or GRTT)
measur enent can be specified. Regardless of how the RTT infornmation
is collected (and nore specifically GRTT) with respect to congestion

control or other requirenments, the sender will need to advertise its
current CRTT estimate to the group for various NACK timeouts used by
receivers

3.7.1. One-to-Many Sender GRTT Measurenent

The goal of this formof RTT neasurenment is for the sender to
estimate the GRTT anong the receivers who are actively participating
in NACK-based reliable nulticast operation. The set of receivers
participating in this process may be the entire group or sone subset
of the group deternined from another mechanismw thin the protoco
instantiation. An approach to collect this GRTT information foll ows.

The sender periodically polls the group with a nmessage (i ndependent
or "piggy-backed" with other transm ssions) containing a "<sendTi me>"
timestanp relative to an internal clock at the sender. Upon
reception of this nmessage, the receivers will record this

"<sendTi me>" timestanp and the time (referenced to their own cl ocks)
at which it was received "<recvTinme>". \Wen the receiver provides
feedback to the sender (either explicitly or as part of other

f eedback nmessages dependi ng upon protocol instantiation
specification), it will construct a "response" using the fornul a:

grtt Response = sendTinme + (currentTime - recvTine)

where the "<sendTinme>" is the tinestanp fromthe | ast probe nessage
received fromthe source and the ("<currentTine> - <recvTine>") is
the amount of tine differential since that request was received unti
the receiver generated the response.

The sender processes each receiver response by cal culating a current
RTT nmeasurenment for the receiver fromwhomthe response was received
using the foll ow ng fornul a:

RTT rcvr = currentTinme - grttResponse
During each periodic "GRTT" probing interval, the source keeps the

peak round-trip timng neasurenment ("RTT_peak"”) fromthe set of
responses it has received. A conservative estimate of "GRTT" is kept
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to maxinmze the efficiency of redundant NACK suppression and repair
aggregation. The update to the source’s ongoing estimte of "GRTT"
i s done observing the follow ng rules:

1. If a receiver’'s response round-trip time ("RTT_rcvr") is greater
than the current "CGRTT" estinmate, the "GRTT" is imediately
updated to this new peak val ue:

CRTT = RTT_rcvr

2. At the end of the response collection period (i.e., the GRTT
probe interval), if the recorded "peak" response ("RTT _peak") is
I ess than the current GRTT estimate, the GRTT is updated to:

GRTT = MAX(0.9*GRTT, RTT peak)

3. If no feedback is received, the sender "GRTT" estinmate renmins
unchanged.

4. At the end of the response collection period, the peak tracking
val ue ("RTT_peak"”) is reset to ZERO for subsequent peak
det ecti on.

The GRTT collection period (i.e., period of probe transm ssion) could
be fixed at a value on the order of that expected for group
menber shi p and/ or network topol ogy dynanics. For robustness, nore
rapi d probing could be used at protocol startup before settling to a
| ess frequent, steady-state interval. Optionally, an al gorithm may
be devel oped to adjust the GRTT collection period dynamically in
response to the current estinate of GRTT (or variations init) and to
an estimation of packet |loss. The overhead of probing messages coul d
then be reduced when the GRTT estimate is stable and unchangi ng, but
be adjusted to track nore dynamically during periods of variation
with correspondingly shorter GRTT collection periods. GRTT
collection MAY al so be coupled with collection of other infornation
for congestion control purposes.

In summary, although NACK repair cycle timeouts are based on GRTT, it
shoul d be noted that convergent operation of the protocol does not
depend upon highly accurate GRTT estimation. The current mechani sm
has proved sufficient in sinmulations and in the environnents where
NACK- based reliable multicast protocols have been depl oyed to date.
The estimate provided by the given algorithmtracks the peak envel ope
of actual GRTT (including operating systemeffect as well as network
del ays) even in relatively high loss connectivity. The steady-state
probi ng/ update interval nay potentially be varied to acconmodate
different | evels of expected network dynamics in different

envi ronment s.
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3.7.2. One-to-Many Receiver RTT Measurenent

In this approach, receivers send nessages with tinmestanps to the
sender. To control the volume of these receiver-generated nessages,
a suppression nechanismsinmlar to that described for NACK
suppression ny be used. The "age" of receivers’ RIT neasurenent
shoul d be kept by receivers and used as a netric in conpeting for

f eedback opportunities in the suppression schene. For exanpl e,

recei ver who have not made any RTT neasurenent or whose RTT

measur enent has aged nost shoul d have precedence over other
receivers. In turn, the sender may have linmted capacity to provide
an "echo" of the receiver tinmestanps back to the group, and it could
use this RTT "age" nmetric to determnine which receivers get
precedence. The sender can determ ne the "GRTT" as described in
3.7.1if it provides sender tinestanps to the group. Alternatively,
receivers who note their RTT is greater than the sender CGRTT can
conpete in the feedback opportunity/suppression schene to provide the
sender and group with this information.

3.7.3. Mny-to-Many RTT Measurenent

For reliable nulticast sessions that involve nultiple senders, it may
be useful to have RTT neasurenents occur on a true "nany-to-nmany"
basis rather than have each sender independently tracking RTT. Sone
protocol efficiency can be gai ned when receivers can infer an

approxi mati on of their RTT with respect to a sender based on RTT

i nformati on they have on anot her sender and that other sender’s RTT
with respect to the new sender of interest. For exanple, for
receiver "a" and senders "b" and "c", it is likely that:

RTT(a<->b) <= RTT(a<->c)) + RTT(b<->c)

Further refinement of this estimate can be conducted if RTT
information is available to a node concerning its own RTT with
respect to a small subset of other group nenbers and if information
concerning RTT anong those other group nenbers is |earned by the node
during protocol operation.

3.7.4. Sender GRTT Adverti senment

To facilitate deterninistic protocol operation, the sender should
robustly advertise its current estimation of "GRTT" to the receiver
set. Common, robust know edge of the sender’s current operating GRTT
estimate among the group will allow the protocol to progress in its
nmost efficient manner. The sender’s CGRTT estinmate can be robustly
advertised to the group by sinply enbedding the estinmate into al
pertinent nessages transnitted by the sender. The overhead of this
can be made quite snmall by quantizing (conpressing) the GRTT estinate
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to a single byte of information. The follow ng C | anguage functions
allow this to be done over a wide range ("RTT_M N' through "RTT_MAX")
of GRTT values while nmaintaining a greater range of precision for
smal | values and | ess precision for |arge values. Values of 1.0e-06
seconds and 1000 seconds are RECOVMMENDED for "RTT_M N' and "RTT_MAX
respectively. NACK-based reliable nmulticast applications may wi sh to
pl ace an additional, smaller upper linmt on the GRTT advertised by
senders to nmeet application data delivery |latency constraints at the
expense of greater feedback volune in sone network environnments.

unsi gned char QuantizeGtt(double grtt)

{
if (grtt > RTT_MAX)
grtt = RTT_MAX;
else if (grtt < RTT_MN)
grtt = RTT_MN;
if (grtt < (33*RTT_MN))
return ((unsigned char)(grtt / RTT_MN - 1);
el se
return ((unsigned char)(ceil (255.0 -
(13.0 * log(RTT_MAX/grtt)))));
}

doubl e Unquanti zeRtt (unsigned char qgrtt)

return ((qrtt <= 31) ?
(((double)(grtt+1l))*(doubl e)RTT_MN) :
(RTT_MAX/ exp(((doubl e) (255-qgrtt))/ (double)13.0)));
}

Note that this function is useful for quantizing GRTT tines in the
range of 1 microsecond to 1000 seconds. O course, NACK-based
reliable multicast protocol inplenentations may wish to further
constrain advertised CRTT estinates (e.g., limt the nmaxi num val ue)
for practical reasons.

3.8. Goup Size Deternination/Estinmation

When NACK-based reliable multicast protocol operation includes
mechani sns that excite feedback fromthe group at large (e.g.
congestion control), it my be possible to roughly estimte the group
size based on the nunber of feedback nessages received with respect
to the distribution of the probabilistic suppression nechani sm used.
Note the timer-based suppression nmechani smdescribed in this docunent
does not require a very accurate estimate of group size to perform
adequately. Thus, a rough estinmate, particularly if conservatively
managed, may suffice. Goup size may al so be determ ned

adm nistratively. In absence of any group size determ nation
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mechani sm a default group size value of 10,000 is RECOMVENDED f or
reasonabl e managenent of feedback given the scalability of expected
NACK- based reliable nmulticast usage. This conservative estimate
(over-estimate) of group size in the algorithns described above will
result in sone added | atency to the NACK repair process if the actua
group size is smaller but with a guarantee of feedback inplosion
protection. The study of the tiner-based feedback suppression
mechani sm descri bed i n [ Mcast Feedback] and [ Nor nFeedback] showed t hat
the group size estimate need only be with an order-of-nmagnitude to
provi de effective suppression perfornance.

3.9. Congestion Control Operation

Congestion control that fairly shares avail able network capacity with
other reliable multicast and TCP instantiations is REQU RED f or
general Internet operation. The TCP-Friendly Milticast Congestion
Control (TFMCC) [TfntcPaper] or Pragmatic General Milticast
Congestion Control (PGWVCC) [PgntcPaper] techniques can be applied to
NACK- based reliable nulticast operation to nmeet this requirenent.

The former techni que has been further docunented in [ RFC4654] and has
been successfully applied in the NACK-Oriented Reliable Milticast
Prot ocol (NORM [ RFC3940].

3.10. Internedi ate System Assi stance

NACK- based mnul ticast protocols may benefit from general purpose

i ntermedi ate system assistance. In particular, additional NACK
suppressi on where internmedi ate systens can aggregate NACK content (or
filter duplicate NACK content) fromreceivers as it is relayed toward
the sender coul d enhance NORM group size scalability. For NACK-based
reliable multicast protocols using FEC, it is possible that
intermedi ate systens may be able to filter FEC repair nessages to
provide an intelligent "subcast" of repair content to different |egs
of the nmulticast topol ogy depending on the repair needs |earned from
previous receiver NACKs. Simlarly, intermediate systens could

nmoni tor recei ver NACKs and provide repair transm ssions on-demand in
response if sufficient state on the content being transmtted was
bei ng mai ntained. This can reduce the latency and vol unme of repair
transm ssions when the internmediate systemis associated with a
network link that is particularly problematic with respect to packet

| o0ss. These types of assist functions would require internedi ate
systeminterpretation of transport data unit content identifiers and
flags. NACK-based protocol designs should consider the potential for
i nternmedi ate system assistance in the specification of protoco
messages and operations. It is likely that internedi ate systens
assistance will be nore pragmatic if nessage parsing requirenments are
nodest and if the anount of state an internediate systemis required
to maintain is relatively small.
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4.

NACK- Based Reliable Miulticast Applicability

The Multicast NACK buil ding block applies to protocols wi shing to
enpl oy negative acknow edgenent to achieve reliable data transfer
Properly desi gned NACK-based reliable nmulticast protocols offer

scal ability advantages for applications and/or network topol ogies
where, for various reasons, it is prohibitive to construct a higher
order delivery infrastructure above the basic Layer 3 IP nulticast
service (e.g., unicast or hybrid unicast/multicast data distribution
trees). Additionally, the nulticast scalability property of NACK-
based protocol s [ RrConparison], [RrCl asses] is applicable where broad
"fan-out" is expected for a single network hop (e.g., cable-TV data
delivery, satellite, or other broadcast conmunication services).
Furthernmore, the sinmplicity of a protocol based on "flat" group-w de
mul ticast distribution may of fer advantages for a broad range of

di stributed services or dynam c networks and applications. NACK-
based reliable nulticast protocols can nake use of reciprocal (anong
senders and receivers) multicast comruni cati on under the any-source
mul ticast (ASM nodel defined in RFC 1112 [RFC1112], and are capable
of scal abl e operation in asymretric topol ogi es, such as source-
specific nulticast (SSM [RFC4607], where there may only be unicast
routing service fromthe receivers to the sender(s).

NACK- based reliable multicast protocol operation is conpatible with
transport layer forward error correction coding techniques as
described in [ RFC3453] and congestion control nechani sns such as
those described in [TfnccPaper] and [PgntcPaper]. A principa
limtation of NACK-based reliable nulticast operation involves group
size scalability when network capacity for receiver feedback is very
limted. 1t is possible that, with proper protocol design, the

i nternmedi ate system assi stance techni ques nmentioned in Section 2.4
and described further in Section 3.10 can all ow NACK- based approaches
to scale to larger group sizes. NACK-based reliable multicast
operation is al so governed by inplenentation buffering constraints.
Buf fering greater than that required for typical point-to-point
reliable transport (e.g., TCP) is recomended to allow for disparity
in the receiver group connectivity and to allow for the feedback

del ays required to attain group size scalability.

Prior experinmental work included various protocol instantiations that
i mpl ement ed sone of the concepts described in this building block
docunent. This includes the Pragmatic General Milticast (PGVW
protocol described in [RFC3208] as well as others that were
docunent ed or depl oyed outside of |ETF activities. Wile the PGV
prot ocol specification and some other approaches enconpassed many of
the goals of bulk data delivery as described here, this NACK-based
bui |l di ng bl ock provides a nore generalized franework so that

di fferent application needs can be met by different protoco
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instantiation variants. The NACK-based buil di ng bl ock approach
descri bed here includes conpatibility with the other protoco

mechani snms i ncl udi ng FEC and congestion control that are described in
other IETF reliable multicast building block docunents. The NACK
repair process described in this docunent can provi de perfornmance
advant ages conpared to PGM when both are depl oyed on a pure end-to-
end basis without internediate system assistance. The round-trip
timng estimation described here and its use in the NACK repair
process allow protocol operation to nore autonatically adapt to
different network environnents or operate wi thin environnents where
connectivity is dynamc. Use of the FEC payl oad identification
techni ques described in the FEC building bl ock [ RFC5052] and specific
FEC instantiations all ow protocol instantiations nore flexibility as
FEC techni ques evol ve than the specific sequence nunber data
identification schenme described in the PGM specification. Simlar
flexibility is expected if protocol instantiations are designed to
nmodul arly invoke (at design tinme, if not run-tinme) the appropriate
congestion control building block for different application or

depl oynent purposes.

5. Security Considerations

NACK- based reliable nmulticast protocols are expected to be subject to
the same security vulnerabilities as other I P and |IP nulticast
protocols. However, unlike point-to-point (unicast) transport
protocols, it is possible that one badly behaving participant can

i npact the transport service experience of others in the group. For
exanple, a malicious receiver node could intentionally transmt NACK
nmessages to cause the sender(s) to unnecessarily transnit repairs

i nstead of naking forward progress with reliable transfer. Al so,
group-w se nessagi ng to support congestion control or other aspects
of protocol operation nmay be subject to simlar vulnerabilities.
Thus, it is highly RECOWENDED t hat security techni ques such as

aut hentication and data integrity checks be applied for NACK-based
reliable nmulticast deploynents. Protocol instantiations using this
bui l di ng bl ock MUST identify approaches to security that can be used
to address these and other security considerations.

NACK- based reliable nmulticast is conpatible with IP security (IPsec)
aut henti cati on nmechani sns [ RFC4301] that are RECOMVENDED f or
protection agai nst session intrusion and denial of service attacks.

A particular threat for NACK-based protocols is that of NACK repl ay
attacks, which could prevent a nulticast sender from making forward
progress in transm ssion. Any standard |Psec nechanisns that can
provi de protection agai nst such replay attacks are RECOMVENDED f or
use. The IETF Multicast Security (MBEC) Wbrking G oup has devel oped
a set of recommendations in its "Milticast Extensions to the Security
Architecture for the Internet Protocol" [|psecExtensions] that can be
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applied to appropriately extend | Psec nechanisns to multicast
operation. An appendi x of this docunment specifically addresses the
NACK- Oriented Reliable Milticast protocol service nodel. As conplete
support for IPsec nulticast operation may potentially follow reliable
mul ti cast depl oynent, NACK-based reliable multicast protoco

i nstanti ati ons SHOULD consi der providing support for their own NACK
replay attack protecti on when network | ayer nechani sns are not

avail able. This MAY be necessary when | Psec inpl enentations are used
that do not provide nmulticast replay attack protection when multiple
sources are present.

For NACK-based multicast deployments with |arge receiver groups using
| Psec, approaches m ght be devel oped that use shared, comon keys for
recei ver-originated protocol nessages to maintain a practical nunber
of IPsec Security Associations (SAs). However, such group-based

aut hentication may not be sufficient unless the receiver popul ation
can be conpletely trusted. Additionally, this can nake
identification of badly behaving (although authenticated) receiver
nodes problematic as such nodes could potentially masquerade as ot her
receivers in the group. In deploynments such as this, one SHOULD
consi der use of source-specific nulticast (SSM instead of any-source
mul ticast (ASM nodels of nulticast operation. SSM operation can
simplify security challenges in a couple of ways:

1. A NACK-based protocol supporting SSM operation can elininate
direct receiver-to-receiver signaling. This dramatically reduces
the nunber of security associations that need to be established.

2. The SSM sender(s) can provide a centralized managenent point for
secure group operation for its respective data flow as the sender
alone is required to conduct individual host authentication for
each receiver when group-based aut hentication does not suffice or
is not pragmatic to depl oy.

When individual host authentication is required, then it is possible
receivers could use a digital signature on the |IPsec Encapsul ating
Security Protocol (ESP) payload as described in [RFC4359]. Either an
i dentity-based signature systemor a group-specific public key
infrastructure could avoid per-receiver state at the sender(s).
Additionally, inplenentations MIST al so support policies to linmt the
i mpact of extrenely or exceptionally poor-performng (due to bad
behavi or or otherw se) receivers upon overall group operation if this
is acceptable for the relevant application

As described in Section 3.4, deploynent of NACK-based reliable

mul ticast in sone network environnents nmay require identification of
group nenbers beyond that of |P addressing. |f protocol-specific
security nechani sns are devel oped, then it is RECOMVENDED t hat
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protocol group nenber identifiers are used as selectors (as defined
in [RFC4301]) for the applicable security associations. Wen |Psec
is used, it is RECOWENDED that the protocol inplenentation verify
that the source | P addresses of received packets are valid for the
gi ven protocol source identifier in addition to usual |Psec

aut hentication. This would prevent a badly behaving (although

aut hori zed) nenber from spoofing nmessages fromother legitinmte
menbers, provided that individual host authentication is supported.

The MSEC Wor ki ng Group has al so devel oped autonated group keying
solutions that are applicable to NACK-based reliable nulticast
security. For exanple, to support |Psec or other security
mechani sms, the Group Secure Associ ation Key Managenent Protoco

[ RFC4A535] MAY be used for automated group key nanagenment. The
technique it identifies for "G oup Establishnment for Receive-Only
Menbers" nmmy be applicati on NACK-based reliable nmulticast SSM
operati on.

6. Changes from RFC 3941

This section lists the changes between the Experinental version of
this specification, [RFC3941], and this version

1. Change of title to avoid confusion with NORM Protoco
speci fication,

2. Updated references to related, updated RMI Buil di ng Bl ock
docunents, and

3. Mre detailed security considerations.
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